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Abstract
Business processes are designed to achieve business goals. As business processes become increasingly automated through process aware information systems, the quality of process design becomes crucial. While verification of process models has gained much attention over the years, their validation has hardly been addressed. The paper suggests that validity criteria, which relate to the reachability of the process goal, should be used at process design. Since these criteria are intended to be used by human analysts, we propose to use them in combination with automated verification methods. This proposition is supported by a theoretical analysis which shows that the two approaches are complementary in nature, and by an empirical evaluation of the effectiveness of the validity criteria.

Introduction
As business processes become increasingly automated through process aware information systems, the quality of process design becomes crucial. In the life-cycle of a business process, designed process models can be transformed into executable process models (Zur-Muhlen & Rosemann, 2004). As is the case with artifacts in various domains (e.g., software, product, service), problems are easier and cheaper to fix at the early development phases than afterwards (Bray, 2002). Furthermore, unattended design flaws will result in an execution model which preserves the same flaws.

In the area of software engineering, quality assurance entails validation and verification. Validation, often referred to as “building the right system”, relates to whether the system meets the customer’s requirements, while verification, often referred to as “building the system right”, addresses the technical correctness of the system’s operation (Sommerville, 2007).

In analogy between software functional requirements and the goal of a business process, validation of a business process can relate to its ability to achieve its goal. However, most process modeling languages do not entail a goal construct. Rather, they mainly focus on
control-flow structures. As a consequence, the main focus of quality assurance in process modeling has been on verification of structural properties of process models.

The verified properties stand for the model’s ability to be executed without reaching situations where the execution cannot complete (e.g., deadlocks, livelocks). Algorithms have been developed for verifying the existence of these properties in process models, usually related to specific modeling languages. Currently there is a variety of verification techniques which can automatically be applied to a designed process model. However, while these can be applied to a process model based solely on its structure, validation of the model requires the understanding of the business domain (Aalst, 2002; Sadiq et. al., 2004). Typically, a process model can be validated by domain experts through simulation (Aguilar-Saven, 2004). However, this requires the process to already be implemented in some simulation tool and does not support the early phase of design. At that phase, validation can only be accomplished as a human based task. Since, as mentioned, most process modeling languages do not entail a goal construct, no structured validation procedure is practiced, thus the task remains to the intuition and common sense of the human analyst. In many cases validation per se is ignored, and verification of control-flow properties is considered as sufficient for determining whether the quality of a process model is satisfactory.

Goal-oriented approaches to process design (e.g., the Generic Process Model – GPM (Soffer & Wand, 2004; Soffer & Wand, 2005)) entail criteria for goal reachability (also termed process validity) in a process model. However, these criteria are theoretical and abstract, and do not constitute a structured methodology to be followed. Furthermore, they are still not widely accepted in practice. The application of these criteria relates to the business logic of the process rather than to its structure. Currently, it is only based on human reasoning, not supported by automated algorithms.

This paper investigates the need for improving the current support to business process validation at design time. In particular, it investigates whether the commonly practiced verification needs to be complemented by validation based on goal reachability. As mentioned, validity criteria address goals, but can be applied by humans rather than in an automated manner. In contrast, verification methods can be performed automatically but without explicitly addressing goals. Hence, we propose to use the validity criteria while the process is being designed, and complement them with an automated verification of control flow properties.

We show that this combination is needed as follows. First, we theoretically analyze and compare the validity criteria and the verification-related properties, and show that they are
complementary rather than equivalent. Second, we empirically test the effect of applying the validity criteria and their contribution to a designed process.

As mentioned, verification methods are language-specific. Hence, our investigation should relate to a specific modeling language. To this end, we decided to use Event-driven Process Chains (EPC) for two main reasons. First, it is a highly popular modeling language used for process design. Second, there is a body of literature dealing with its formalization and verification, thus there are a number of approaches for verifying EPC models. EPC has evolved as a semi-formal language, whose formalization has been the subject of ongoing efforts over the years. Its syntax allows the modeler some degree of freedom, e.g., in deciding whether to explicitly represent external events or to “hide” them. The rationale for hiding external events is twofold: first, representing external events may result in overloaded models, and second, some of the verification methods entail hiding external events (Aalst, 1999). These different representation options may affect the way validity is assessed. Hence, the empirical study reported addressed two research questions. The main research question relates to the applicability and contribution of validity criteria to process design, and the secondary question relates to the effect of explicit process model representation, particularly when using validity criteria. Therefore, this study examines not only the need for validity analysis, but also the settings in which this can be accomplished effectively.

The paper is organized as follows: The next section provides details about GPM and its validity criteria, and about EPC verification methods. These two are compared, and their complementary nature is assessed. Afterwards we present the setting and findings of the empirical study that evaluates the validity criteria, and discuss the findings. Finally, conclusions and future research are presented.

**Theoretical background**

This section reviews different approaches for business process quality assurance, concentrating on the goal oriented GPM’s validity criteria and on a set of methods for verification of specific model properties. Note that while these properties relate to possible behavior of the modeled process, we refer to them as being structural properties. The properties (e.g., soundness) are derived from some token-based semantics, not anchored in the specific domain which the model depicts. As a result, verification methods can be applied to a model whose elements are not even labeled to denote the specific real world elements they represent (an “empty” model). This is in contrast to GPM’s validity assessment, which
can only be applied to a fully specified model, bearing the full information about the specific behavior of the modeled domain.

**GPM and its validity criteria**

This section introduces the GPM framework and its derived criteria for analyzing process validity. The presentation here is mostly informal, and relates to the main concepts and principles of GPM, whose formal definitions are given in (Soffer & Wand, 2004; Soffer & Wand, 2005).

GPM is a set of concepts which extends Bunge's ontology (Bunge, 1977; Bunge, 1979), as adapted for information systems modeling (e.g., Wand & Weber, 1990; Wand & Weber, 1995; Weber, 2004), and for incorporating business process related issues. It looks at a process defined over a domain, which is a composite thing, a part of the world of which we have control. The state of the domain is the set of values assigned to its properties at a moment in time. These properties are expressed as state variables. The state of the domain can be stable or unstable. An unstable state is a state that must change by law, and these state changes are termed events. A stable state is a state that can only change as a result of an event external to the domain. A sub-domain is defined by a subset of the domain state variables. Its state is a projection of the state of the domain, and it can be stable while other parts of the domain are unstable.

A process is a sequence of unstable states, transformed by law until a stable state is reached. The definition of a process over a domain sets the boundaries of what is in a stable or an unstable state.

A process model in GPM is a three-tuple \(<L, I, G>\), where L is the law, specified as mapping between subsets of states; I is a subset of unstable states, which are the possible initial states of the process after a triggering external event has occurred; G is a subset of stable states on which the process should terminate, namely, the goal of the process. Subsets of states are specified by conditions or predicates over values of the state variables of the domain. Hence, a process starts when a certain condition on the state of the domain holds, and ends when its goal is reached, i.e., when another condition specified on the state of the domain holds. As an example, a production process starts in a state where an order is given and all the resources are available, and ends in a state where the product is in finished goods inventory.

We briefly summarize this informal presentation by some formal notation.

Let \((x_1, x_2…x_n)\) be the state variables representing the process domain, \(C_1(x_1, x_2…x_n)\) and \(C_2(x_1, x_2…x_n)\) be predicates, and \(S_1=\{s|C_1(x_1, x_2…x_n)=\text{TRUE}\}\), \(S_2=\{s|C_2(x_1, x_2…x_n)=\text{TRUE}\}\)
sets of states of the domain. Then the law \( L: S_1 \rightarrow S_2 \) is a mapping, which can also be specified as an operator \( L(s_1) = s_2 \), where \( s_1 \in S_1 \), and \( s_2 \in S_2 \). Given a predicate \( C_G(x_1, x_2, \ldots x_n) \), which specifies the business condition for process termination, \( G = \{ s \mid C_G(x_1, x_2, \ldots x_n) = \text{TRUE}; L(s) = s \} \).

GPM's goal orientation is the basis for its validity analysis, presented in (Soffer & Wand, 2004; Soffer & Wand, 2007), where validity is considered as goal reachability. A process model is termed valid iff every process path leads to a goal state. Three types of problems are identified as sources of process invalidity, and establish the criteria for validity assessment:

1. Incompleteness of the process definition: A process definition is considered complete iff the law is defined for every combination of state variable values that may be reached from process states by law or by external events.

Formally: Let \( S \) be the set of possible states in a process. The process definition is incomplete iff \( \exists s \in S \), such that \( \neg \exists L(s) \).

An incomplete law definition might lead to a state where the process does not have a defined path by which to proceed and reach its goal. For example, consider a request that needs to be approved by two managers, and assume that the law is specified for the cases where both managers approve the request or reject it, but not for the case where one approves the request and the other rejects it. Completeness criteria are (a) completeness with respect to internal events, and (b) completeness with respect to external events. The analysis of completeness with respect to internal events should establish that the initial set of states at every step is reached as a final set of states at a previous step. Completeness analysis with respect to external events relates to a set of expected events (Soffer & Wand, 2007). The difficulty is that these events are not within the control of the process, and their outcome may be subject to uncertainty. Hence, whenever the process is affected by an external event, it must be verified that every possible outcome of that event is addressed by the law. When incompleteness of the definition is detected, it can be resolved by modifying the law so as to address the situations that were missing in its definition.

2. Inconsistency between the law and the goal definition: It is possible that as the process progresses, it reaches a state from which it cannot proceed further to reach a goal state.

Formally: Let \( S \) be the set of possible states and \( G \) the goal set of a process. The process law is inconsistent with the goal iff \( \exists s \in S \) and \( \neg \exists n \) such that \( L^n(s) \in G \).

Two possibilities exist here, resulting in two consistency criteria. First, the law may keep causing transitions without reaching a stable state. If the state space is finite, this would imply the process has entered an “infinite loop”. Second, it is possible the process has
reached a stable state not in the goal set for which there is no external event that can change it to an unstable state. The first case can be resolved by modifying the law to exit the loop under conditions that are certain to materialize. The second case may stand for a real exceptional situation. For example, in a sales process it may be found that the customer’s credit card is not valid, nor does he have any other means for payment. Then the process must terminate without achieving its goal (sell the goods). Such stable states must be added to the goal set of the process (which denotes when the process terminates) as a special exception subset.

(3) Dependency of the process on external events: The process might be in a stable state which is not in the goal set with respect to the domain law.

Formally: \( \exists s \in S \) such that \( s \notin G \) and \( L(s) = s \).

As opposed to the case of inconsistency discussed above, where no conceivable external event can change that state, here the process can and is expected to be resumed when the state is changed to an unstable state. By definition, this can only be the outcome of an external event. In fact, the process is “waiting” for an external event to reactivate it. However, since external events are not within the control of the process, there is no guarantee the event will occur, and the process might remain “hanging”. For example, a purchasing process waits for goods to arrive from a supplier. Goods arrival is expected, but is not certain to occur. A process which includes such stable state is termed non-continuous, and the stable state is termed a discontinuity point in the process. No modification of the law can gain control over external events. Nevertheless, the process model can become valid by (a) Modifying the law so that the occurrence of the external event is monitored, i.e., the state becomes unstable by a time-related event. (b) The law should be adjusted to map the new unstable state to a process path (e.g., reminding external actors to generate the expected event, or selecting a different path by which the goal can be reached). (c) Defining conditions under which the stable state is considered an exception state to be added to the goal set. These conditions specify when it is apparent that the external event will not occur and the process must terminate.

The GPM validity criteria are generic, so they can be applied even when the process is not specified in GPM terms. In our study they are applied with respect to EPC models.

**EPC formalization and verification**

This section presents formalization and verification approaches defined for EPC. EPC (Scheer, 1998) is a popular modeling language used for process design. It can refer to
various views of the process: data view, organizational view, functional view, and control flow, or to combine them together. The control flow of EPC consists of three main constructs: function, event, and logical connector. Functions model the tasks or activities within the organization and focus on transformations from an initial state to a resulting state; events describe under what circumstances a function or a process works and in which state a function or a process results; logical connectors (AND, XOR, OR) make it possible to split the process from one flow to two or more flows and to join the process from two or more flows to one flow.

EPC’s syntax has originally been semi-formal, hardly constraining the construction of models, and without precise semantics. Due to the popularity and intuitiveness of EPC as a process design language, much effort has been made to provide it with formal semantics, so mathematically proven verification procedures of EPC models can be developed. Nevertheless, while some restrictions were added to EPC syntax during the years, some degrees of modeling freedom still remain. For example, the modeler can decide whether to explicitly represent external events that occur during the process (as events without an incoming arc) or to hide them.

The commonly accepted formalization of EPC defines it as a five-tuple (E, F, C, T, A) where E, F, C are finite sets of events, functions and logical connectors respectively, T is a function which maps each connector onto connector type (AND, XOR, OR) and A is a set of arcs linking functions, events and connectors (Aalst, 1999; Kindler, 2004; Aalst, Desel & Kindler, 2002). The syntax of EPC includes the following restrictions, as summarized in (Aalst, 1999):

- An arc cannot connect two functions or two events.
- There is at least one start event and at least one final event.
- For each event, the number of input and output arcs is no more than one; for each function, the number of input and output arcs is no more than one; for each connector, the number of input and output arcs is at least one.
- For each join connector, the number of input arcs is at least two and the number of output arcs is one; for each split connector, the number of input arcs is one and the number of output arcs is at least two.

As mentioned above, the formalization of EPC serves as a basis for model verification methods, where the main property addressed by EPC verification is soundness. Soundness was originally defined for Workflow-nets (WF-nets), which are a specific form of strongly connected Petri-nets, having one initial place and one final place (Aalst, 1998). Considering
WF-nets, soundness satisfies three conditions that ensure the proper termination of the represented process, which should reach its final place and stop being active. The property of soundness is, in essence, applicable to various modelling languages, as demonstrated by Hee et. al. (2008). However, it should rely on an accurate semantics assigned to these languages, usually depicting model behaviour in terms of token transitions and distribution.

The application of soundness to EPC had to solve several semantic difficulties. For example, soundness is based on a defined initial state and a defined final state in a model, whereas EPC may have multiple initial events (events that have no input arcs) and final events (events that have no output arcs). To resolve these difficulties, a number of approaches were proposed (e.g., (Kindler, 2004; Kindler, 2006; Verbeek & Aalst, 2006; Verbeek, Aalst & Hofstede, 2007)), relying on different semantic interpretations assigned to EPC. Most of the approaches require the EPC not to explicitly represent multiple initial and final events (namely, to “hide” them), before or during the verification procedure. Recently, a soundness definition was proposed, where multiple initial and final events are taken into account (Mendling & Aalst, 2007). Informally summarized, this definition of soundness requires the following three conditions: (1) The occurrence of every initial event is possible, (2) a final state is reachable from every state which is reachable from an initial state, and (3) every possible final state of the process is such that no other parts of the process are active when it is reached, and this does not hold for any EPC state that is not final. Based on this definition, a verification algorithm can be applied to EPC models which explicitly represent external events and do not “hide” them. Nevertheless, hiding these events is still commonly practiced, where the main motivation is to concentrate on the activities performed within the process and keep the representation from being overloaded. Hence, explicitly representing external events or hiding them remains a choice made by the process designer.

Note that there are other properties which are defined for EPC and related to soundness, such as relaxed soundness (Dehnert & Rittgen, 2001) and well-structuredness (Aalst, 1999). However, relaxed soundness is weaker than soundness, and well structuredness is not a sufficient condition for soundness, hence we do not address them in detail. Also note, that there are different methods for verification of soundness and of other properties (e.g., based on reachability graph (Aalst, 1999) or on reduction rules (Dongen et. al., 2005)). We address the verified property (namely, soundness) rather than the verification method.

A different property that can be verified regarding an EPC model is robustness (Dehnert & Aalst, 2004). While the soundness-related properties address the process as it should be executed by a workflow management system, robustness relates to the interaction between
the process and its environment. An EPC is robust if its final event is reachable for every possible input from its environment, where the inputs can be results of external events or of evaluation of external information (i.e., decisions). In order to check an EPC for robustness, it should be transformed into a WF-net, and possible external events (or transitions controlled by the environment) should be identified. According to Dehnert and Aalst (2004), these can be identified when examining an EPC whose multiple initial events are explicitly represented.

Robustness may be comparable to the controllability property (Lohmann et. al, 2008), which is defined for Open WF-nets (not for EPC). Open WF-nets are WF-nets that include an explicit specification of the interaction with the environment. Controllability verifies the absence of deadlocks in a model (including a lack of response from the environment). However, controllability does not address livelocks, hence it does not ensure the reachability of the final state. In that sense, it is weaker than robustness.

**Comparing verification-related properties and validity**

The validity criteria are generic and not designed for a specific modeling language. Furthermore, they are not a technique that can be structurally or automatically applied. In this section, we start by relating the notion of goal to EPC models; then we examine the existing EPC verification techniques and show they cannot ensure a valid model.

**Relating process goal to an EPC model**

As a first step towards identifying and evaluating the specification of the process goal in EPC, we provide an interpretation of a state in EPC, and distinguish stable from unstable states. We use the following notation taken from Mendling and Aalst (2007). The sets of incoming arcs and outgoing arcs of an event \( e \) are marked \( e_{in} \) and \( e_{out} \), respectively. The set of events in an EPC includes three subsets: \( E_s \) the start events, \( E_{int} \) the intermediate events, and \( E_e \) the end events.

As mentioned, events in EPC describe pre- and post-conditions of functions. Hence, despite their name, they are not really “events” in the traditional meaning of the word (a momentary occurrence), but rather represent a state which might last for an unlimited period of time. In GPM terms, an event is equivalent to a set of states of a sub-domain, while arcs and functions reflect the law\(^1\). This interpretation is consistent with the GPM-based semantics of

\(^1\) Functions, which are actions that lead to state transformation, are abstracted from in GPM
WF-nets (Soffer, Kaner & Wand, 2008). The state of the entire domain is defined differently by different semantic interpretations of EPC. While all these interpretations are token-based, some address the state of an EPC as the token distribution among the nodes of the EPC (in correspondence to WF-nets, e.g., Dehnert & Rittgen, 2001), while others relate to the token distribution among the arcs (Kindler, 2004; Mendling and Aalst, 2007). Without going into the details of these different semantics, we extend our interpretation of an event, so the state of the entire domain at a moment in time is determined by all the events that are active (“holding tokens”) at that moment.

**Lemma 1** (state of sub-domain in an EPC): Let e be an event, and D_e be the sub-domain over which e is defined, then

(a) If e ∈ E_e then D_e is stable in e,

(b) If e ∈ E_o or e ∈ E_int then D_e may be stable or unstable in e.

Proof: (a) For e ∈ E_e, |e_{out}|=0, so there is no law that maps e to a different state. Hence every state s ∈ e is a stable state of D_e.

(b) Proof by example: Figure 1(a) demonstrates that both are possible.

In the example of Figure 1(a), E_e has three events. *Order received* denotes an unstable state for the sub-domain of the order, while *Item available* and *Item unavailable* include stable states with respect to the inventory sub-domain, and can transform only when an order is received (in the other sub-domain). E_int has two events, *Order confirmed* and *Payment received*. *Payment received* is an unstable state, which should transform to a state where the order has been delivered. In contrast, *Order confirmed* is a stable state, which can only transform when the customer pays for the order. Since this is an external event, the intermediate state of *Order confirmed* is a stable state where the process is “waiting” for an external event to proceed. As mentioned, EPC allows the modeler to decide whether to “hide” external events or to specify them, and Figure 1(a) demonstrates such “hiding”. Figure 1(b) shows the same process without hiding the external event of the payment, and it is easier to see that the process cannot progress until the occurrence of the external event.
According to GPM, the process goal $G$ is a set of states which are stable for the entire process domain.

For an EPC to be valid, its possible final states must be in the defined goal of the process. Assume an EPC has only one final event $e$, then it must satisfy $e \subseteq G$. In case an EPC has more than one final event, these can be the endings of alternative paths, or of paths that should be performed in parallel. In the example of Figure 1 (a) and (b), assume the goal is defined with respect to two state variables, the order status and the payment status, so $G = \{s| (Order=delivered \land (payment=completed)) \lor (order=rejected)\}$. The two final events, $Order\ rejected$ and $Order\ delivered$, which can be denoted as $e_1 = \{s| Order=rejected\}$ and $e_2 = \{s| Order=delivered; \ Payment=completed\}$, satisfy $e_1 \subseteq G$ and $e_2 \subseteq G$. These events are on alternative paths, and only one of them should be reached by the process. As a second example, consider the process shown in Figure 1(c), and assume its goal is the same as the previous one. In that case the EPC has three final events, $e_1 = \{s| Order=rejected\}$, $e_2 = \{s| Order=delivered\}$, and $e_3 = \{s| Payment=completed\}$. The possible final states for the EPC to achieve its goal are $e_1$ or $e_2 \lor e_3$.
Summarizing this discussion, the combination of final events that form the goal of an EPC can be identified as follows\(^2\).

**Definition 1:** Let G be the goal set of a process P, let \( \mathcal{R} \) be the power set of E, of an EPC that represents P, and let m be an element in \( \mathcal{R} \). m includes a goal-fulfilling final state of the EPC if \( \cap (e_i \in m) \subseteq G \), and there is no \( m' \in \mathcal{R} \) such that \( m' \) is a goal-fulfilling final state and \( m' \subseteq m \).

**Validity assessment**

For a process model to be valid, we should make sure that every possible enactment of that process will reach a goal state (which meets the above condition). However, as mentioned above, the validity criteria provide a list of possible causes for invalidity rather than a structured technique for identifying them in a model. In what follows, we examine the verification techniques of soundness and robustness, to evaluate whether they can be used for assessing the validity of an EPC model.

Soundness relates to the internal structure of the process, while robustness relates to its interaction with the environment. Hence, the combination of soundness and robustness may suffice for validity assessment. However, examining these properties, we identified the following three shortcomings.

First, both soundness and robustness verification relate to the reachability of final events, without explicitly addressing the process goal. Figure 2 presents two example processes, which are both sound and robust. However, considering Figure 2(a), and assuming that the process goal should be G={s | Goods=received \( \land \) Payment=completed}, the final event, e={s | Payment=completed}, does not satisfy e \( \subseteq \) G. Clearly, the process model is not correct from a business view. Since it is possible to reach a state where payment is made although goods were not received, the process has a validity problem of inconsistency between the law and the goal. Figure 2(b) includes a simplified part of a process taken from the SAP reference model. We assume that its goal should be G={s | (Billing document=completed \( \land \) Goods issue=posted) XOR Delivery=refused}. However, its possible final states are \( S_1 = \{s | Billing document=completed \land Goods issue=posted\} \), \( S_2 = \{s | Billing document=completed \land terms of credit=changed\} \), \( S_3 = \{s | Billing document=completed \land terms of credit=change refusal\} \).

---

\(^2\) Note that we assume that every final event is well defined in terms of the state variables that define the goal.
Clearly, only $S_1$ is in the goal. Furthermore, $S_3$ is a state where billing was completed even though the customer is not credit worthy. Note that the SAP reference model, which was constructed as a “best practice” repository, has been subject to structural verification, which has revealed cases of unsound models (Mendling, 2007). Nevertheless, a structural verification which does not relate to the business logic of the process cannot detect this kind of modeling error, and indeed this validity problem was not revealed by it.

![Process examples](Figure 2: Process examples: sound, robust, and invalid)

Second, assume the first shortcoming can be solved by (manually) verifying that the EPC includes a combination of final events that constitute a goal-fulfilling final state. Still, soundness as defined by Mendling and Aalst (2007) requires only the reachability of a final state where no other parts of the process are active. This may be any final state, not necessarily a final state which is in the goal. Note that other soundness definitions (e.g.,
Aalst, 1999) relate to an EPC that has only one final event, which can, in principle, be verified (manually) to be within the goal.

Third, robustness is a property of a process where, facing all possible inputs from the process environment, the final event can be reached. Robustness verification identifies environment-controlled transitions and analyzes the process reachability graph with respect to the possible external events generated by the actions of the environment. It does not take into account a possibility that the environment may not respond (as is highlighted when analyzing discontinuity points according to GPM’s validity criteria). Such possibility should be identified prior to robustness verification and addressed (by monitoring), so that robustness verification may relate to the resulting process definition. The robustness verification procedure operates under the assumption that the human modeler has identified all the possible environment behaviors and incorporated them into the process model. The validity criteria are aimed at supporting the modeler in performing these tasks.

Table 1 summarizes the relation of soundness and robustness verification to the different validity problems of GPM.

Table 1: Summary of validity problems and verification techniques

<table>
<thead>
<tr>
<th>Validity problem</th>
<th>Soundness verification</th>
<th>Robustness verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inconsistency between the law and the goal</td>
<td>Identifies structural problems (e.g., deadlocks), assuming every final event is in the goal</td>
<td>-</td>
</tr>
<tr>
<td>Incompleteness of the law (with respect to internal events)</td>
<td>Identifies structural problems (e.g., deadlocks), assuming every final event is in the goal</td>
<td>-</td>
</tr>
<tr>
<td>Incompleteness of the law (with respect to external events)</td>
<td>-</td>
<td>Identifies incompleteness if the process includes one final event and it is in the goal</td>
</tr>
<tr>
<td>Dependency on external events</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3 These soundness definitions correspond to the WF-nets soundness property. Soffer et al (2008) proved that modeling rules derived from GPM’s validity criteria yield sound WF-nets, and that in general, sound WF-nets are not necessarily valid.

4 Note that robustness relates to the final event, since it is based on a transformation to a WF-net, which has a single final place.
In summary, soundness and robustness verification address structural properties of the process, while the validity criteria relate to its business logic. While structural correctness can be established automatically and definitely by verification algorithms, validity in terms of the business logic and business goal requires human reasoning. The combination of human-based validity analysis with automated verification should be able to address both business logic and structural “correctness” of a process model. In proposing this combination, we assume that the validity criteria can affect the quality of models produced by humans even without a structured application method. However, this is an assertion that needs to be tested. To establish the need for using the validity criteria and their effectiveness in process design, we performed the empirical study reported in the following section.

**Empirical study**

**Aim and model**

As suggested in the previous section, we propose to use the validity criteria for supporting the human task of process design. The design of a process model is iterative in nature, where design alternatives are created, evaluated, and modified, until a final alternative is selected. We expect the validity criteria to guide the analysts when evaluating design alternatives and thus to contribute to the design of valid processes. Currently, no such support is available, and designing valid processes relies on the knowledge and expertise of the modeler. Furthermore, as discussed above, the validity criteria do not constitute a structured methodology. Hence, it may be questionable whether the mere awareness of these criteria can have any effect on the quality of models.

The aim of the empirical study reported here was to assess the applicability of the validity criteria and their contribution to model quality. Of the two tasks iteratively practiced at process design, namely, creating a model and evaluating it, validity criteria are expected to affect the latter. Hence, we addressed the evaluation task, where validity problems that exist in a model should be identified.

In addition, since EPC allows different forms of representation of a given process (as discussed in the previous section), the study aimed to find whether these representation possibilities influence differently the human ability to detect validity problems and the effectiveness of the validity criteria. In particular, we addressed the reduced or implicit representation where external events are “hidden”, and compared it to an explicit representation of external events. Our expectation was that 1) the subjects’ awareness of the
generic problems (validity criteria) would better support the identification of these problems in the specific model; 2) an explicit representation of external events would better support the identification of validity problems that are associated with these events.

Considering this task, we asked the following three main research questions:

1. Does the guidance of GPM's validity criteria improve the human ability to identify process invalidity?
2. Does the explicit representation of external events improve the human ability to identify process invalidity?
3. Is there an interaction between the model evaluation approach (with and without validity criteria) and the model representation (explicit and implicit)?

<table>
<thead>
<tr>
<th>External event representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit</td>
</tr>
<tr>
<td>Provided</td>
</tr>
<tr>
<td>Not provided</td>
</tr>
</tbody>
</table>

Figure 3: Four groups – two factors with two levels in the factorial design

Regarding these questions we used a two-factor factorial experimental design (Breyfogle, 2003; Shah & Madden, 2004). The first factor relates to the validity criteria. This factor has two levels: 1) validity criteria were provided; 2) validity criteria were not provided. The second factor relates to the model representation. This factor has two levels: 1) implicit representation of the external events; 2) explicit representation of the external events. Hence four groups of subjects participated in the experiment as illustrated in Figure 3.

We formulated the following sets of hypotheses respectively to the three research questions:

$H^0$: There is no effect of GPM's validity criteria on the identification of process validity problems (vs. a positive effect of GPM’s validity criteria).

$H^0$: There is no effect of explicit representation of external events on the identification of process validity problems (vs. a positive effect of explicit representation$^5$).

$H^0$: There is no interaction between the model evaluation approach and the representation of external events (vs. there is an interaction between the two factors).

$^5$ Note that a positive effect is likely with respect to validity problems that are related to external events. We assume that as a result, the overall performance will be affected.
Experimental settings

The empirical study was conducted as a laboratory experiment whose subjects were students (novices). This choice of laboratory experiment is similar to the one made in other empirical studies addressing business process modeling (e.g., Sarshar & Loos, 2005; Recker, Rosemann and Aalst, 2005; Vanderfeesten et al., 2008). The participants in the experiment were 80 MIS students in a Systems Analysis and Design course. Each of the participants was arbitrarily assigned to one of four groups as presented in Figure 2: 19 subjects in group 1; 20 subjects in group 2; 19 subjects in group 3; 22 subjects in group 4.

To guarantee that the arbitrary group assignment resulted in groups whose potential performance did not influence the experimental results, we took the following measure. At the end of the course we performed an ANOVA one way analysis of variance to the final grades achieved in the course. We compared means of grades of the students in these four groups. With respect to the hypothesis of no difference between the groups, we received a p-value =0.905 (Levene statistic equals 0.53), so we assume that all groups have the same mean of course final grades.

The students had all learnt and practiced the use of EPC as part of the course before the study was conducted. All subjects were given an EPC model of an order handling process, whose goal was stated as “ordered goods supplied to a customer whose credit card is approved”.

The students were instructed to identify all problems which may prevent the process from achieving its goal. The participants in group 1 and group 3 got the implicit representation of the process model as illustrated in Figure 4 (a). The participants in group 2 and group 4 got the explicit representation of the model as illustrated in Figure 4 (b). The validity criteria were given to the subjects in group 1 and group 2 as a list of possible problem categories (see Figure 5), and the students in these groups were instructed to classify each identified problem accordingly.
(a) Implicit model
No information was given to the subjects regarding the number of problems they were expected to identify, and no time limitation was placed for performing the task. To increase the motivation of the students, a 5-point bonus in the course grade was promised to the four students whose task performance would be the best. The researchers were present in class at the time of the experiment and answered any question that was raised regarding the understanding of the modeled process.
Possible problem categories:

1. Incompleteness of the process definition:
   1.1 The process may reach a state for which no action is defined in the model.
   1.2 The process depends on the action of an external actor, whose outcome may not be as specified in the model.

2. Inconsistency between the process progress and the goal definition:
   2.1 The process may enter an “infinite loop”.
   2.2 The process may stop or finish without achieving its goal.

3. Dependency of the process on external events:
   3.1 The process may be “waiting” for an external event to reactivate it. There is no guarantee the event will occur as expected, and the process might remain “hanging”.

Figure 5: List of invalidity categories derived from GPM, given to subjects in groups 1 and 2

Data analysis

The process model handed out to the students (Figure 4) included the following five invalidity sources, where seven problems can be identified. These, according to Soffer and Wand (2004), represent all the possible problems categories (Figure 5).

1. When a credit card approval request is issued, the process model does not address a possibility that
   a. the customer’s credit card is not approved (incompleteness – problem 1.2), or
   b. that the credit company may not respond (discontinuity – problem 3.1).

2. An infinite loop is possible when alternative items, whose availability is not checked, are proposed to the customer (inconsistency – problem 2.1).

3. The process must wait for the customer’s response to the alternative item offer. The model does not address a possibility that
   a. the customer may decide to cancel the order when the item ordered is out of stock (incompleteness – problem 1.1), or

---

Note that this list is categorized differently than Table 1, where problems are associated with verification techniques. Problems 2.1 and 2.2 correspond to the first row in Table 1; problems 1.1 and 1.2 correspond to the second and third rows in the table; problem 3.1 corresponds to the fourth row.
b. the customer may not respond to the offer (discontinuity – problem 3.1).
4. The process must wait for the supplier to provide the item, whereas the supplier may not do so (discontinuity point – problem 3.1).
5. There is a possibility for the customer order to be fulfilled even when the customer’s credit card is not approved (inconsistency – problem 2.2).

Note that soundness verification would identify the process as being sound\(^7\), and that robustness verification with respect to the external events specified in Figure 4(b) would find the process robust.

Based on these invalidity sources, the subjects’ solutions were graded according to a scheme where identification of each problem scored one point out of seven possible.

To analyze this data according to the formulated hypotheses we used non-parametric tests, as the scores are not normally distributed. First, using the Kruskal-Wallis test we analyzed if there is a difference between the performance means of the four groups. The result of p-value<0.0001 indicates that there is a difference between the performance levels of the groups. In order to analyze the effect of GPM’s validity criteria guidance on the identification of process validity problems (H\(^1\)0) we compared the aggregate performance of groups 1 and 2 versus the aggregate performance of groups 3 and 4 using Mann Whitney test. In order to examine if there is a difference in the ability of students to identify problems belonging to different invalidity categories, we distinguished between problems 1 (1a and 1b), 3 (3a and 3b), and 4, which relate to the external environment, and problems 2 and 5 that relate to internal process inconsistency (Figure 5).

In order to analyze the effect of the explicit representation of external events on the identification of process validity problems (H\(^2\)0), we compared the aggregate performance (for different invalidity problems) of groups 1 and 3 versus the aggregate performance of groups 2 and 4 using Mann Whitney test.

In order to test the interaction between the model evaluation approach and the model representation (H\(^3\)0), we analyzed the interaction graphs and used the Adjusted Transform test for analyzing interactions in nonparametric statistics (Sawilowsky, 1990).

\(^7\) According to the definition of Mendling & Aalst (2007). Note that the corresponding WF-net is not sound, and this verification can identify problem 5, but not the other problems.
Findings
This section presents the findings of the data analysis with respect to the research questions and hypotheses. Table 2 provides the means and standard deviations of the grades achieved in the four groups.

Table 2: Performance means and deviations

<table>
<thead>
<tr>
<th>Validity criteria provided</th>
<th>Implicit representation</th>
<th>Explicit representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Number of subjects</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Performance mean</td>
<td>2.16*</td>
<td>0.95**</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.834</td>
<td>0.621</td>
</tr>
<tr>
<td>Performance mean</td>
<td>1.12</td>
<td>1.08</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.895</td>
<td>0.567</td>
</tr>
</tbody>
</table>

* - problems 1a, 1b, 3a, 3b, 4; ** - problems 2, 5; *** - all problems

Research question 1 and the related hypothesis referred to the effect of GPM’s validity criteria on the identification of process validity problems. We tested whether the aggregate performance mean of the 39 subjects from groups 1 and 2, whose analysis was based on the validity criteria, is better than the aggregate performance mean of the 41 subjects from groups 3 and 4, whose analysis was without the use of validity criteria.

The comparison yielded a highly significant effect with respect to all problem categories (p-value (all)<0.001, p-value (1a, 1b, 3a, 3b, 4)<0.001, p-value (2, 5)=0.002). We can conclude that in general, H’0 can be rejected, thus our hypothesis that the validity criteria support better identification of process validity problems is corroborated.

Research question 2 and the related hypothesis addressed the effect of explicit representation of the external events on identification of process invalidity problems. In particular, we tested for a positive effect on the identification of problems related to external effects and hence on the overall performance.

We tested whether the aggregate performance mean of the 38 subjects from groups 1 and 3, whose models included an explicit representation of external events, is better than the aggregate performance mean of the 42 subjects from groups 2 and 4, whose models included
an explicit representation of external events. This test showed that we can reject $H_0^2$ with respect to the external environment-related problems (p-value [1a, 1b, 3a, 3b, 4] = 0.0975) at a confidence level of 10%; however we cannot reject $H_0^2$ with respect to all problems (p-value [all problems] = 0.285). In other words, our hypothesis of a positive effect of explicit representation has been corroborated only with respect to external event-related problems.

To gain a better understanding, we tested the effect of model representation on the performance means of the groups, separating the different modes of evaluation – with and without the validity criteria (for the different problem categories).

Comparing groups 1 and 2 we found a positive effect of explicit representation on identification of problems 1a, 1b, 3a, 3b, 4 (p-value = 0.055) and, as a result, for all problems (p-value = 0.049). When comparing groups 3 and 4, no effect of explicit representation was found; however, the performance means (for problems 1a, 1b, 3a, 3b, 4) of students in group 4 (explicit representation) was higher than in group 3. We can conclude that when the validity criteria are used, an explicit representation supports better identification of validity problems.

Research question 3 and the related hypothesis addressed the interaction between the model evaluation approach (with or without validity criteria) and the representation of external events (implicit vs. explicit). The interaction graphs are shown in Figure 6 (for all problems), Figure 7 (problems 1a, 1b, 3a, 3b, 4), and Figure 8 (problems 2, 5).

![Figure 6: Interaction graph: all problems](image)
The lines in figure 6 (with respect to all problems) are not parallel, but without a statistical significance. Hence, $H_0$ cannot be rejected with respect to all problems. A separate analysis with respect to the different problem types yielded the following results. The parallel lines in Figure 7 show that there is no interaction between the factors, hence $H_0$ cannot be rejected with respect to the external event-related problems. This result can be explained based on the findings mentioned above: for both evaluation modes an explicit representation supports a better identification of external event-related problems — significantly when validity criteria were used, and not significantly but with a higher performance mean when they have not been used.
The non-parallel lines in Figure 8 show the existence of an interaction (p-value =0.006) hence H0 can be rejected with respect to the inconsistency problems. This result can be explained as follows: while no significant difference was found between the performance level of groups 1 and 2; a significant positive difference of implicit representation (p-value= 0.009) has been found between the performance means of group 3 and group 4. This may have two possible explanations: (1) an explicit representation of external events yields a more complicated model, which may even become too overloaded; (2) the subjects were not aware of the problems related to external events and hence concentrated on the process logic inconsistency manifested in problems 2 and 5.

Discussion

The empirical findings

The findings of the empirical study indicate the applicability of the validity criteria and their importance in process design. It is shown that relying on human reasoning and common sense is not sufficient for assessing the validity of a process model and identifying invalidity causes. Clearly, when possible error types are given, the analyst knows what to “look for” and is hence capable of identifying problems in a systematic manner. This finding may seem not surprising as it has been found earlier (Grabski, Reneau & West, 1987) that prompting (giving a list of problems) supports better performance than problem recall (determination from one’s memory). However, the GPM validity criteria are at a rather abstract level, not directly related to the modeled domain or operationalized to EPC terms. Hence, their applicability, namely, the possibility of humans to effectively operationalize and apply them to a specific model, could not be taken for granted. In particular, the empirical findings indicate that even novices are able to benefit from the abstract validity criteria and apply them to a concrete situation.

Regarding the effect of explicit representation of external events, an explicit representation highlights external events, whose role in process invalidity is emphasized by GPM’s validity criteria. Hence, when an analyst uses the validity criteria, the explicit representation assists in the identification of validity problems related to unexpected actions of external actors. Yet, when the analyst is not aware of the validity criteria, trouble shooting is done in an unsystematic manner, and the overloaded model resulting from an explicit representation negatively influences identification of problems related to internal events.

Some limitations of the experimental study should be mentioned. First, as already discussed, the population from which the subjects were taken is of students, whose experience is
limited, as opposed to professional analysts. However, the study deals with providing guidance and support to the design process, which seems to be particularly crucial when the analyst’s experience is limited. It is possible that experienced analysts have developed reasoning skills which enable them to better identify validity problems in a process model. We believe it would be beneficial to conduct a similar study whose subjects are experienced analysts. Nevertheless, verification of models taken from the SAP reference model, which was constructed by experienced professionals, revealed cases of unsound and non-robust models (Verbeek, Aalst & Hofstede, 2006, Mendling, 2007). The example given in Figure 2(b), taken from that reference model, shows that additional validity problems, undetected by verification algorithms, still exist there. Hence, while the findings of this study are at least applicable for analysts that have a relatively little experience, it is not unlikely that their applicability extends to experienced analysts too.

Second, the study included a model of a specific process in a single modeling language, EPC. The choice of EPC was made for the two main reasons explained before, namely, its popularity and its various verification capabilities. GPM’s validity criteria, on the other hand, are notation independent and can be applied to processes modeled in other modeling languages as well. Hence it can be assumed that the findings that address the applicability of GPM’s validity criteria are not specific to EPC models, while the findings related to explicit or implicit representations can be applicable only to languages where such different representations are possible. The process model itself was relatively simple and cannot indicate the scalability of the approach, which is yet to be tested. However, the following observations regarding scalability can be made. First, an explicit consideration of the process goal should not be affected by the size of the model. Second, the evaluation of possible results of external events is locally performed for each such event according to the validity criteria, independently of the size of the model.

Last, as opposed to the real-world situation, where the process designer is the one who designs and evaluates the validity of the process design, here the students were given a process model and were required only to evaluate its validity. It may also be argued that the students were not experienced in model evaluation (as their training was in process design). However, as already explained, we view the evaluation of models as being an integral part of the design process, and we focused on this task in the experiment in order to better isolate the effect of the validity criteria.
Implications for practice:
The implications of our findings for the practice of process design relate both to our theoretical analysis and to the empirical findings. The theoretical analysis shows that validity assessment and structural verification of control-flow properties are complementary, both in the issues they address (goals and business logic vs. executability) and in the ways by which they are achieved (human-based vs. automated algorithms). The importance of this finding lies in the fact that the validity criteria are not commonly used, and human intuition is usually relied upon for assessing the reachability of the process goal. Furthermore, while the use of verification techniques may give the impression that the process is "correct", we have shown that they do not consider the process goal and thus cannot replace validation. The empirical findings show that the application of validity criteria by humans is effective in detecting validity problems and that the need for such criteria to guide a systematic analysis of process validity is real. Moreover, most of the problems detected in our study are such that would not be identified by verification procedures. It is also shown that different possible representations may affect the human performance when applying the validity criteria.
The conclusion that follows the findings reported here is that process design should include a step of human-based validity assessment in which the validity criteria are applied and relate to the goal of the process. This step should be followed and complemented by an automated structural verification, which relates to the executability of the process after its business logic has been assessed. When the language used for process design is EPC, where explicit or implicit representation of external events is determined by the process designer, an explicit representation will better support the application of the validity criteria.

Implications for research on process model quality:
Our investigation of the complementary nature of validity assessment and structural verification highlights the need for a comprehensive framework of process model quality. An attempt in that direction has been made by Recker (2007), who proposed a theoretical framework for understanding process model quality. To operationalize such framework, existing approaches and techniques should be mapped to it. Then it might be possible to identify sets of complementing techniques that together relate to all aspects of model quality. The framework of Recker (2007) relates to a process model as a conceptual model, and follows notions developed for conceptual model quality. Most notably, it adapts the quality framework of Lindland, Sindre & Solvberg (1994) to process models. Indeed, at the design phase in its life-cycle, a process model is a specific type of conceptual model, conceptualizing behavior of some part of the real world. Hence, we also use this framework
as a basis for our discussion here. The framework distinguishes three dimensions of model quality: semantic quality, namely the correspondence between the model and the domain, syntactic quality, namely the correspondence between the model and the modeling language, and pragmatic quality, namely the correspondence between the model and its users.

Considering the properties addressed in this paper, namely, validity, soundness, and robustness, they are roughly classified by Recker (2007) as syntactic and semantic quality properties. Soundness is usually considered by the business process research community as standing for semantic quality (e.g., Aalst, 1999, Kindler, 2004, Aalst et. al., 2009). However, the use of the term “semantic” in this context relates to the mathematical token-based semantics of the language rather than to the correspondence to the domain. Recker (2007) interprets executability as syntactic quality. However, we consider this interpretation as going beyond the meaning of “syntax”. With respect to the essential syntactical rules of process modeling languages such as EPC, a model that follows the syntax rules is not necessarily executable.

The analysis in this paper leads to a different mapping of the properties under consideration to the quality dimensions. As indicated by Recker (2007), the application of the quality framework, and particularly the pragmatic quality dimension, should consider the intended use of the model under consideration. Traditionally, pragmatic quality has been considered as the interpretability of a model (Siau & Tan, 2005). However, this consideration is with respect to the intended use of conceptual models, which serve for purposes of communication and understanding (Mylopoulos, 1992). In contrast, the intended use of process models is not only to support communication, but to eventually be executed. Hence, the concept of pragmatic quality can be extended in this respect and include the executability of the modeled process. Considering this interpretation, we claim that the properties of soundness and robustness represent aspects of pragmatic quality. In addition, the verification of these properties ensures syntactic correctness of the model. Validity, on the other hand, relates both to semantic and to pragmatic quality. The semantic aspect of validity is in the assessment of whether the process model corresponds to the goal seeking nature of the real world process. A valid process model represents a real world process that has a defined goal which it is designed to achieve. The pragmatic aspect is in the assessment of the ability of the designed process to achieve its goal.

Based on this mapping, the complementary nature of validity assessment and structural verification is better understood. Yet, this does not mean that all the required quality aspects are covered by this combination. Other aspects of semantic quality, such as model
expressiveness, and of pragmatic quality, such as model understandability, are not addressed here. Based on this discussion, we believe that a correct and consistent mapping of process model quality properties to the above discussed quality dimensions is a step towards the operationalization of the quality framework.

**Conclusions**

Validity of a process model should be achieved at the design phase, when errors can be easily corrected. Much effort has been made suggesting procedures for automated verification of specific structural properties. Currently, models that satisfy these properties are considered semantically correct. According to our analysis, such verification methods cannot be considered as validation, since they do not address the business logic of the process and its goal. Rather, they implicitly assume that the business logic of the process should be known and well addressed by the human designer. The validity criteria, proposed as part of the GPM framework, provide support to the human reasoning that should address the business logic to be expressed in the process model. As such, these criteria can be considered as complementary to verification.

The paper compares the properties of soundness and robustness, addressed by verification algorithms, to the property of validity, and shows that soundness and robustness, which relate to pragmatic quality of the model (with respect to the purpose of executing the model), do not ensure validity, which relates to both semantic and pragmatic quality. In addition, the paper reports an empirical study which investigated the need for a systematic support to the application of business logic in process design as provided by the validity criteria, and their applicability.

The empirical findings clearly indicate the need for a systematic analysis rather than relying on simple unguided human reasoning. They show that the validity criteria are applicable even at an abstract form, so even novices are able to benefit from them and apply them to a concrete situation. In addition, the empirical findings indicate that when using EPC as a modeling language, an explicit representation provides a better support to the application of GPM’s validity criteria, thus to the identification of validity problems.

Future research of the validity criteria may take several directions. First, as discussed above, it would be interesting to perform a similar study whose subjects are experienced analysts. Second, we may experiment with models of different sizes to evaluate the scalability of the approach. Finally, major efforts should be devoted to the development of a structured
methodology, possibly accompanied by tools, for supporting the application of the validity criteria.
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